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 Accurate model representation of liquid water percolation through snow is crucial for 

snowpack runoff forecasts. Here, we investigate model representation of liquid water percolation 

with both parameter-based and physically-based routines. Routines for these two approaches 

were implemented within the SnowModel snow evolution framework (Liston and Elder, 2006a) 

and evaluated against point measurements at two maritime sites in Washington State and one 

continental site in Colorado, USA. Physically-based simulations improved peak snow depth over 

3 meters (79%) with respect to the parameter-based routine in the Olympic Mountains of 

Washington State. Further, improvements in snowpack root-mean-squared-error (RMSE) and 

snow disappearance timing were also observed in all domains. The physically-based percolation 

routine also outperformed the parameter-based percolation routine when using parameter-sets 

from other climates and snow seasons. However, the Olympic Mountains of Washington, USA 

contained unique liquid water fluxes that were not fully described by the physically-based 

routine. We hypothesize that flow in this region exhibits evidence of preferential flow paths 
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instead of uniform, matric flow and is therefore not transferable between domains given the 

modeling architecture. 



www.manaraa.com

 

1 

 

1. Introduction: 

For snow models to accurately represent snow state variables across the globe, the model 

physics must be valid for all climates where snow occurs (Armstrong and Brun, 2008; Liston and 

Elder, 2006a; Stieglitz et al., 2001). Transferability between climates and the ability to simulate 

future snow given expected warming may also be compromised for models developed for a 

particular climate (Tanaka and Tachikawa, 2015). Therefore, physically-based representations of 

snow and hydrologic processes are advantageous for future snow projections and water supply 

forecasting in ungauged basins (Hunukumbura et al., 2012; Lidén and Harlin, 2000; van der 

Linden and Woo, 2003; van Werkhoven Kathryn et al., 2008) 

 Here we investigate the importance of liquid water percolation and the ability of a snow 

model to represent processes related to liquid water percolation such as mass-balance, 

precipitation-phase partitioning, and snow temperature evolution. We investigate this by 

modifying a widely-implemented snow model developed and tested primarily in cold regions 

(Liston and Elder, 2006a, 2006b; Liston and Hiemstra, 2008, 2011a, 2011b). Observations from 

the Buckinghorse SNOpack TELemetry station (SNOTEL), Snoqualmie Pass snow study site, 

and Swamp Angel study plot were then utilized to evaluate model performance and the 

transferability between climates and snow seasons. While we modified a single snow model, the 

results are important to anyone developing or implementing snow models in regions subject to 

liquid water fluxes within the snowpack.  

This paper is arranged as follows. Section 2 provides pertinent background information on 

liquid water infiltration, percolation schemes, and physics in commonly used models. Section 3 

explains SnowModel, model adjustments, and the percolation theory that was implemented. 

Section 4 details the modeling domains and data used in this study. Section 5 describes the 

model simulations, and the results and analyses are included in section 6. Additional discussions 

and conclusions are presented in Sections 7 and 8, respectively. 

 

2. Background  

 

2.1 Importance of liquid water in snow 

 

Rain, canopy drip, and snow melt all contribute liquid water to snow. Due to relatively high 

mean winter temperatures, snowpacks in maritime regions are particularly susceptible to mixed-

precipitation, canopy drip, and snow melt. In continental or arctic climates, liquid water content 

and percolation are less common due to reduced liquid sources and low snowpack temperatures. 

However, warm maritime snowpacks commonly hold non-negligible amounts of water (Fisher et 

al., 2005; Sturm et al., 1995) often resulting in snow-accumulation-season runoff. 

Model representations of liquid water percolation become increasingly important as 

temperatures increase and percolation processes become more common. Rapid liquid channeling 

and melt from high temperatures, humidity, and wind during rain on snow events often result in 

largescale flooding (Christner and Harr, 1982; Harr, 1981; Leavesley, 1997; Marks et al., 1998, 

2001; McCabe et al., 2007; Rössler et al., 2014; Singh et al., 1997; Wayand et al., 2015). In 

mountainous regions, high liquid content also poses avalanche hazards (Conway and 

Abrahamson, 1984; Conway and Raymond, 1993; Schneebeli, 2004; Techel and Pielmeier, 

2011). In arctic regions, rain on snow events and freeze-thaw cycles create soil-surface icing 

which reduce wildlife accessibility to food (Putkonen and Roe, 2003; Tyler, 2010). Liquid water 
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content also alters snowpack accumulation and affects the timing of snow disappearance, 

therefore altering water supplies, transportation infrastructure, flora blooming periods, and 

wildlife behavior. 

  

2.2 Model percolation processes  

To compare model percolation process representations, several models were selected from 

the literature. Choices were initially filtered to frequently-used models (defined by the number of 

Google Scholar citations) under the criteria that snowpack liquid percolation was represented in 

some fashion. A further subset of these models was subjectively made to include a combination 

of hydrologic models (DHSVM, SUMMA), climate land-surface models (Noah-MP), and snow 

models (SnowModel, SNOWPACK, UEB, Snow-17) with varying architectures. An overview of 

these models can be found in Table 1.  

Model processes of importance to liquid percolation include the snowpack layer-

development scheme, energy-balance approach, precipitation partitioning method, and the 

numerical solver (Table 1). Model layering ranged between single-layer (Snow-17, SnowModel, 

UEB) and variable-layer schemes (SnowModel, SNOWPACK, SUMMA). DHSVM (Wigmosta 

et al., 2002, 2010) and Noah-MP (Niu Guo-Yue et al., 2011; Yang and Niu, 2003) also presented 

set-number layering schemes. Liquid flow within the snowpack is highly heterogeneous and 

preferential, depending on local snowpack density and the location of buried ice channels and 

lenses (Albert and Perron, 2000; Colbeck and Anderson, 1982; Conway and Benedict, 1994; 

Eiriksson et al., 2012; Harrington and Bales, 1998; Kattelmann and Dozier, 1999; Leroux and 

Pomeroy, 2016; Marsh, 1988; Marsh and Woo, 2008; Singh et al., 1997; Techel and Pielmeier, 

2011; Waldner et al., 2004; Webb et al., 2018). Therefore, explicit representation of layers has 

been recommended for models that are able to resolve storm-layer stratigraphy and evolution 

(Hirashima et al., 2010). However, for single-layer models, or models with lumped layers, 

methods posed by Colbeck and Anderson (1982), and adopted in some form by SUMMA (Clark 

et al., 2015a) and UEB (Tarboton and Luce, 1996), are able to represent percolation by modeling 

liquid water saturation and treating the snow within a layer as a homogeneous unit (Colbeck and 

Anderson, 1982). 

 Liquid water content and percolation rely on the energy-balance solution of snow 

temperature. All snowpacks are subject to liquid percolation at times when snow bulk-snowpack 

temperature approaches 0°C. However, warmer maritime snowpacks achieve percolation 

frequently throughout the duration of the snow season, stressing the importance of accurate snow 

temperature modeling. All surface energy-balance processes for the models in Table 1 were 

derived a similar differential relationship, 

 

                  csρwh
dTs

dt
=

dQcc

dt
= Qsn + Qln +  Qh + Qe + Qp + Qg                   (1) 

 

where the change in the snowpack cold content (Qcc) is equal to the summed energy for a given 

timestep (dt). Energies include net shortwave radiation (Qsn), net longwave radiation (Qln), 

sensible heat (Qh), latent heat (Qe), heat advected from precipitation (Qp), and the ground heat 

flux (Qg). The energy calculation for each component on the right-side of Equation 1 varied  
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significantly between models. Further, ground heat fluxes and heat advected by precipitation are 

not always included in the energy-balance solution. Readers are directed to the sources included 

in Table 1 for further information. The energy balance is also sensitive to the model layering 

scheme. For example, multilayer schemes often resolve sporadic melt events more accurately 

than single-layer schemes, due to reduced thermal inertia at upper-snowpack layers (Dutra et al., 

2011). The change in snowpack cold content denoted by the product of heat capacity (cs), snow 

water equivalent (ρwh), and change in snowpack temperature (
dTs

dt
), were solved with different 

numerical solving schemes (Table 1). While the numerical solving scheme was not changed for 

this study, it is important to note that differences in numerical and time-stepping methods can 

result in non-negligible differences between model solutions (Clark and Kavetski, 2010; 

Kavetski and Clark, 2010). 

The liquid percolation routine varied significantly between the seven models (Table 1). 

The most physically-based method was found in SNOWPACK, where capillary forces between 

layers of modeled stratigraphy were accounted for (Hirashima et al., 2010; Lehning et al., 2002; 

Wever et al., 2014). In SUMMA and UEB, snow temperature, liquid water content, ice content, 

and density are used to calculate snowpack relative saturation and the resulting drainage with 

respect to gravity (Clark et al., 2015a; Colbeck, 1972, 1974; Colbeck and Anderson, 1982; 

Tarboton and Luce, 1996). Noah-MP, SnowModel, and Snow-17 (Anderson, 1976) percolate 

water via a threshold defined by snow pore space, liquid holding-capacity, and density, 

respectively. Unlike the rest of the models in Table 1, DHSVM contains two different 

percolation routines for the thin surface layer and the underlying snowpack. All models except 

Snow-17, UEB, and SnowModel’s single-layer framework account for the latent release of 

energy from refreezing of liquid water in the snowpack. 

 Uncertainty in precipitation amount and phase remains a dominant source of modeling 

error (Currier et al., 2017; Jennings et al., 2018; Marks et al., 2013; Wayand et al., 2016, 2017). 

This is particularly troublesome for percolation routines reliant on accurate representations of 

liquid water input. Among the models in Table 1, stepwise or linear thresholds based on air, dew 

point, or wet-bulb temperatures are the most common. However, user-defined methods allow for 

the explicit definition of solid and liquid precipitation into the modeling framework using 

observations, atmospheric models, or topographic-based relationships. 

 

3 Percolation theory and model selection 

 

3.1 Model and percolation routine selection  

 

SnowModel is a variable-layer, distributed model with robust representations of 

distributed meteorology, incoming energy, and snowpack evolution. In complex mountainous 

terrain, SnowModel’s ability to redistribute snow with wind (Hiemstra et al., 2002; Liston and 

Sturm, 1998; Liston et al., 2007), account for radiative differences between slopes (Liston et al., 

1999; Sproles et al., 2013), redistribute avalanching snow (Bernhardt and Schulz, 2010), derive 

glacier melt (Mernild et al., 2006, 2007), and calculate runoff routing (Liston and Mernild, 2012) 

all provide unique advantages.  

To date, SnowModel has been used primarily in arctic or continental regions. Therefore, 

SnowModel as originally coded, resolved ablation-season runoff well but was unequipped for 

warm temperatures and high volumes of accumulation season runoff observed in the Olympic 

Mountains of Washington, USA. This resulted in abnormally deep snow depth and late runoff 
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(Figure1). However, Currier et al. (2017) accurately modeled the evolution of SWE in the same 

maritime climate using SUMMA employed with the gravity-drainage routine. While SUMMA 

simulations modeled runoff at a variety of snow densities, SnowModel’s snowpack liquid 

infiltration scheme only modeled runoff at periods with density exceeding a maximum density 

threshold, thus missing runoff during the accumulation season.  

To better resolve liquid water transport, SnowModel was altered to include a more 

physically-based percolation routine. The gravity-drainage theory (Colbeck and Anderson, 1982) 

employed within the SUMMA framework was chosen as the physically-based percolation 

routine for this study. In addition to providing favorable results in the Olympic Mountains, the 

gravity-drainage percolation routine was generally compatible with SnowModel’s state variables 

and layering framework. SnowModel’s percolation routine is also isolated entirely within the 

snow-evolution subroutine (SnowPack) making model changes straightforward. The added 

infiltration scheme is detailed in Section 3.2 below. 

 

 
Figure 1. SnowModel simulations of SWE (top), bulk-snowpack density (middle), and 

cumulative runoff (bottom) are compared to observations and simulations performed by Currier et 

al., (2017) in the Olympic Mountains for water year 2016. The density-threshold used to drive 

runoff in the default SnowModel framework is shown by the dashed-gray line (middle). 

 

3.2 Gravity-drainage theory 

 

Liquid water presence in the snowpack creates large, bonded clusters, which reduces 

capillary forces and initiates flow predominantly due to gravity (Brun, 1989; Colbeck and 

Anderson, 1982). Saturated flow can be approximated by, 
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                                   qg =  −Ksat ∗ RMW                                                    (2)  

 

where −Ksat is the saturated hydraulic conductivity (in units of length per time) and R is the 

relative saturation (fractional and unitless). The meltwater exponent (MW) is a fitting-parameter 

derived from field observations but is typically equal to 3.0 with little sensitivity (Colbeck and 

Anderson, 1982). The sign of the hydraulic conductivity represents an imposed coordinate 

system with negative fluxes in the direction of gravity. 

 For a snow layer or snowpack of a known temperature (T), the fraction of snowpack 

water in the liquid-state can be represented by the freezing point temperature (Tf) and a user-

defined freezing curve parameter (ξ) ranged between 10 and 1000 (Clark et al., 2015b; Jordan, 

1991). 

 

                                                       φliq =
1

1+(ξ∗(Tf−min(T,Tf)))
2                                            (3) 

 

                                                                   θliq =  φliq ∗ ρs                                                 (4) 

 

                                                      θice = (1 − φliq) ∗  ρs ∗ (
ρw

ρice
)                                      (5) 

 

The volumetric fractions of liquid water (Equation 4) and ice (Equation 5) are derivable for 

modeled snow density (ρs), defined water density (ρw) (1000 kg/m3), and defined ice density 

(ρice) (917 kg/m3). The volumetric fraction of air, or pore space (θair), is then the fractional 

amount required for θliq +  θice +  θair = 1. The residual water content, or percent of the pore-

space that can be filled prior to releasing fluxes, can then be parameterized by a capillary 

retention parameter (Fcap) and modeled pore space. 

 

                                                          θresid = Fcap ∗ θair ∗ ω                                             (6) 

 

irreducible content multiplier (ω) ranges between 1 and 0 and decreases exponentially for ice 

densities greater than 550 kg/m3, thus reducing the amount of water that can be held in dense, 

ice-filled layers.  

 Equations 2 through 6 use snowpack density following compaction processes and snow 

temperatures from the previous timestep. Liquid available to transport is then determined within 

the model timestep by, 

 

                          θtran =  θliq + (rain + dripcan + melt)/depthh                        (7) 

 

where  depthh is the depth of the snowpack (for single-layer simulations) or first snow-layer (for 

multilayer simulations). In other words, θtran  represents the volume fraction of liquid water 

within the snowpack. If θtran exceeds θresid for a given timestep, fully-saturated snow properties 

are simulated, and fluxes occur according to Equation 3. The relative saturation (fraction ranging 

between 0 and 1) is then the ratio of the remaining liquid water and remaining air space after 

pore-space filling, 
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                                                                  R =
θtran− θresid

θair−θresid
.                                                (8) 

 

For multilayer simulations, θresid and θtran are calculated for every layer, from the top of the 

snowpack to the bottom, with the layer influx equal to the flux out of the overlaying layer. 

 

4 Modeling Domains and Data 

 

4.1. Buckinghorse SNOTEL 

 

 Observations of daily snow depth and snow water equivalent collected by the National 

Resources Conservation Service (NRCS) Buckinghorse SNOTEL were used to evaluate model 

performance. We focused on water-year 2016 because it represented the median annual SWE 

accumulation, with somewhat average meteorological conditions. Further, Currier et al. (2017) 

was able to reproduce Buckinghorse snow depth and SWE using SUMMA to high accuracy 

(Figure 1) and provided a trusted model to compare the SnowModel simulations against.   

Buckinghorse is located within a topographic saddle above the Elwha watershed 

(elevation 1484 m.) centralized in the Olympic Mountain Range of Northwest Washington State. 

This site commonly receives 2.5 – 3.0 meters of annual water-equivalent precipitation with 

snowpack often exceeding 4 meters in depth. While 80% of the precipitation in this region 

typically occurs between October and March, temperate conditions caused 40% of the 

precipitation in water year 2016 to fall between the temperatures of -1° and 2°C (Currier et al., 

2017). Between October and April 1st, Buckinghorse observed 2.27 meters of precipitation at air 

temperatures above 0°C (Figure 2). 

Northwest Modeling Consortium (Mass et al., 2003) Weather Research and Forecasting 

(WRF) model runs were used to force simulations at Buckinghorse. Atmospheric models provide 

data for sites without forcing data as opposed to meteorological extrapolations. While 

SnowModel partitions rain and snow based on a stepwise temperature threshold (Table 1), WRF 

allows for microphysical-depictions of snow or rain formation and the evolution of phase while 

falling through the atmosphere (Thompson et al., 2004, 2008). Analysis of mixed precipitation 

events and WRF prescription of precipitation phase can be found in the discussion section. While 

WRF-model biases may have been present for other meteorological variables, WRF-modeled 

and SNOTEL air temperature appeared to be unbiased. Readers are directed to Currier et al., 

(2017) for more information regarding WRF Buckinghorse data. 

 

4.2 Snoqualmie Pass 

 

Continuous observations of daily SWE accumulation and hourly bulk snowpack depth at the 

Snoqualmie Pass snow study site (elevation 921 m.)  were collected by the Washington 

Department of Transportation avalanche team and University of Washington Mountain 

Hydrology team during water year 2013 and 2014. Precipitation, relative humidity, near-surface 

air temperature, and near-surface wind speed were also observed by a meteorological station 

within the snow plot. Lysimeter data is also provided at this site, although runoff quantity is 

expected to be error-prone (Wayand et al., 2017).  

Over a meter of precipitation was observed at air temperatures above 0°C between 

October and March at Snoqualmie (Figure 2). Although still considered a maritime climate, cold 

air intrusions from eastern Washington result in high variability in air temperature.  
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4.3 Swamp Angel 

 

 The Swamp Angel Study Plot (SASP) is in the Colorado Rocky Mountains within the 

Senator Beck Basin (elevation 3370 m.). To focus on the process of liquid water percolation, 

Swamp Angel was specifically chosen since winds speeds are low and processes of wind 

redistribution are less likely to bias observations. Low temperatures and clear-sky conditions 

result in relatively high incoming shortwave radiation and minimized incoming longwave 

radiation (Figure 2). As opposed to Buckinghorse and Snoqualmie, only 0.04 m of precipitation 

occurred for temperatures over 0° C between October and March of water year 2015. 

 

 
Figure 2. Meteorological conditions for Buckinghorse, WA (blue, square), Snoqualmie, WA 

(black, triangle), and Swamp Angel, CO (red, circle) for WY16, WY13, and WY15 respectively. 

Plots of air temperature, incoming shortwave radiation, and incoming longwave radiation are 

monthly averages while precipitation at all temperatures and the number of rain on snow events 

are monthly sums. The number of rain-on-snow events is approximated by the number of rain 

events occurring at air temperatures greater than 0°C (in hours). 
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5 Methods 

 

5.1 SnowModel alterations 

 

While both single and multilayer SnowModel simulations track snow depth, SWE, snow 

density, and runoff, the method of calculation and order of calculations are not identical. Further, 

layers are reduced and merged throughout the sublimation and melting processes in multilayer 

model runs. Therefore, the order in which water is added or removed from the snowpack is 

important for percolation. The resulting model framework and placement of additional model 

subroutines are depicted in Figure 3. In both single and multilayer frameworks, the added 

routines replace SnowModel’s default runoff process with runoff from the total liquid flux 

(single-layer) or liquid flux out of the bottom snowpack layer (multilayer). 

 

 
Figure 3. SnowModel single-layer (blue) and multilayer (red) snowpack frameworks are 

sequentially ordered from top to bottom. Additional model routines added in this study are shown 

in black. Similar processes between the layering schemes are aligned vertically. Note that runoff 

and accumulation occur at different times in single and multilayer simulations and are therefore 

not vertically aligned like the other processes. In both scenarios, the added routines replace 

existing SnowModel runoff. 
 

For the multilayer routine, snow temperatures from the previous timestep are assumed to 

be representative of the snowpack temperature at the beginning of the current timestep. This was 

therefore used to determine the snowpack liquid and ice content (Equations 3 – 5) prior to 

warming or cooling of the snowpack throughout the current timestep. In multilayer simulations, 
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latent heat release from liquid water freezing is also included. The increase in snow temperature 

(restricted to the freezing point) can be shown by,  

 

                                                   ∆Tz =
φliq∗Lf

cs∗dysnow
                                                   (9) 

 

where Lf is the latent heat of fusion for ice (~334 Joules per gram) and dysnow is the thickness of 

the layer the liquid flux travels into. Upon the completion of the timestep, a finite control-volume 

methodology and tri-diagonal matrix solver is used to simultaneously solve for all layer 

temperatures given the step’s energy balance (Baliga and Patankar, 1980; Liston et al., 1999). 

 

 
Figure 4. Multilayer SnowModel runs provided realistic representations of snow temperature in both 

maritime and continental climates (A). However, single-layer simulations resulted in a snowpack that was 

far too cold in maritime regions (B). Since the added gravity-drainage scheme was sensitive to snow 

temperature (Equation 3), realistic results were only achieved by employing a temperature damping curve 

for single-layer simulations (C). 
 

For single-layer SnowModel simulations, the bulk-snowpack temperature was originally 

the average between the snow-surface temperature and a constant ground-surface temperature of 

-1°C. This resulted in erroneously low snowpack temperature (Figure 4b). In fact, the highest 

possible bulk-snowpack temperature was -0.5°C, resulting in less than 1% liquid water content 

under all freezing curve parameterizations (Equation 3). In the original single-layer modeling 

framework, snow temperature was only used for snowpack compaction routines and was realistic 

for arctic and continental regions. However, gravity-drainage percolation is highly sensitive to 

snow temperature and necessitated the inclusion of a new single-layer snow temperature routine. 

Maritime snowpack approaches 0°C at shallower depths (Sturm et al., 1995) resulting in 

a nonlinear temperature-depth relationship. Therefore, a temperature damping-depth relationship 

for soil heat fluxes proposed by Bhumralkar, (1975) was adapted for single-layer SnowModel 

simulations (Figure 5), 

 

                                                         Ts(z) =  Ts̅ +  ∆Tsurfe
−

z

d                                       (10)  
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where Ts̅ is the average bulk snowpack temperature and ∆Tsurf is the difference between the 

average snowpack temperature (Ts̅) and the modeled snowpack surface temperature. The 

exponential increase of snow temperature for a given depth (z) is then scaled by a damping 

depth, or depth in which the snow-surface temperature no longer affects the snow temperature, 

 

                                                                  d = (
2γ
csρ

dt

)

1

2
                                                       (11) 

 

where γ is the snow thermal conductivity and ρ is snow density. The resulting bulk-snowpack 

temperature is then, 

 

                                                              Tbulk =
 − ∫ Ts(z)

0
hs

dz

hs
                                              (12) 

 

where hs is the snowpack depth. Use of the snowpack single-layer damping depth reduced the 

mean temperature bias from -3.27 to -0.15°C compared to multilayer simulations at 

Buckinghorse (Figure 4b). Warmer modeled snowpack and higher liquid water contents were 

then able to release runoff more efficiently using the gravity-drainage routine and produced an 

improved match with the observations (Figure 4c). 

The single-layer temperature routine solves for snow temperature using the snow surface 

temperature independently at each timestep. This assumes that the snowpack comes to thermal 

equilibrium during the course of the current timestep. Further, the single-layer temperature 

routine does not include latent heat release for liquid water refreezing. Therefore, changes in 

bulk snowpack temperature from one timestep to the next result in unaccounted changes in 

snowpack cold content (Equation 1) and errors in the energy-balance. 
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Figure 5. Gravity-drainage model changes and additions. The snow-properties routine remained identical 

between single-layer and multilayer routines (middle). However, latent heat release from liquid fluxes in the 

multilayer routine altered snow temperature (bottom). The default temperature evolution routine was used for 

multilayer simulations, while a damping depth curve (Equation 10) was applied for single-layer simulations 

(top). 

 

5.2 Locally-calibrated simulations 

 

To configure SnowModel simulations, default SnowModel parameters had to be calibrated. 

Albedo and critical temperature parameters were initially uncertain due to errors in the default 

model runs. For this reason, albedo, albedo decay, and critical temperature for all three domains 

were derived from the literature and remained unchanged throughout the duration of this study. 

Albedo used by Sproles et al. (2013) in the maritime Oregon Cascades agreed closely with 

parameters from Currier et al. (2017) in the Olympic Mountains. New snow albedo was therefore 

set to 0.80, decaying at 0.018 day−1 and 0.008 day−1 for melting and cold conditions 

respectively, at both Snoqualmie and Buckinghorse. Albedo at the Swamp Angel Study Plot was 

instead selected within the bounds observed by Skiles and Painter (2017). This selection resulted 

in identical albedo decay with a new snow albedo of 0.84. The critical temperature, or the 

temperature that partitioned liquid and solid precipitation, was defined as 0°C for all domains. 

Simulations were also performed for hourly timesteps for all of the domains. 

The addition of the gravity-drainage routine in SnowModel introduced multiple parameters. 

These included the freezing curve parameter (Equation 4), hydraulic conductivity (Equation 3), 
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capillary retention (Equation 7), and meltwater exponent (Equation 3). To achieve the best fit to 

the observations, a semi-automated calibration routine was created to test parameter 

combinations for the variables listed in Table 2. The calibration was constrained for multiple 

metrics of general interest to the snow community including root-mean-squared-error (RMSE), 

peak SWE/snow-depth error (PSDE), peak-snow timing (PST), and snow disappearance timing 

(SDT). Simulations were then given a normalized score between 0 and 1, with the scale ranging 

between perfect performance (score of 1) and the model that performed the worst for a given 

metric (score of 0). Weighting each metric evenly by simply summing the scores, the simulations 

with the highest gross score represent the models that performed the best as a whole.  

 

5.3. Model transferability simulations 

 

     A purely physically-based snow model should be able to model snowpack evolution in a 

variety of climates throughout multiple snow seasons, with a single calibrated parameter-set. 

Alternatively, locally-calibrated simulations from Section 5.2 represent idealized scenarios. Tests 

from section 5.2 were therefore analyzed in order to select a simulation that best appeared to 

represent the snowpack evolution. This parameter-set was then applied to all of the domains. 

Multi-year records at the Snoqualmie snow station were also used to test model transferability at 

a single site between two years. To compare against simulations from Section 5.2, the parameter-

set was calibrated for water year 2014 and applied to water year 2013. 

 

6 Results 

 

6.1. Default model simulations 

 

Default SnowModel simulations performed poorly for Buckinghorse (Figure 1 and Figure 

6a). While SUMMA simulations (Currier et al., 2017) released intermittent runoff at a variety of 

snow densities, SnowModel’s simulated runoff began in late April at times when the maximum 

density threshold (550 kg/m3) was exceeded (Figure 1 and Figure 7). Although SnowModel and 

SUMMA simulated densities agreed closely, Buckinghorse accumulated deep snowpacks and 

was therefore capable of retaining large amounts of rain and melt without achieving maximum 

density. While Sproles et al. (2013) reproduced favorable SnowModel results by reducing the 

maximum snow density to 330 kg/m3 in the Oregon Cascades, snow density in the Olympic 

Mountains can reach 550 kg/m3 and would be restricted to incorrect densities if lowered. This 

would, therefore, adversely impact any process combing measured snow depth and modeled 

snow density to derive SWE. 
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Figure 6. Default and gravity-drainage modeled snow depth are compared to observations for 

both single-layer (SL) and multilayer (ML) simulations. Y-axes are scaled with respect to one 

another to highlight the deep snow at Buckinghorse. The dates between the domains correspond 

to different years (marked in the plot titles). 

 

Differences between default single and multilayer simulations (Figure 6) were a function 

of the energy-balance solution and the resulting snow temperature. This, in turn, impacts the 

multilayer processes of compaction, latent heat release from refreezing, and conduction between 

layers. However, the net effects on modeled SWE were minor. While default multilayer 

simulations resulted in reduced snow depths, reductions were consistently less than 10% of the 

single-layer depth for all three domains.  

Late and low-biased runoff during the ablation season resulted in late melt-out dates for 

all domains (Figure 6). While ablation-season runoff was able to be adjusted by altering albedo 

parameters, calibration degraded model performance with respect to other metrics (RMSE, 

PSDE, PST). 

 

6.2. Locally-calibrated simulations 

 

 Locally-calibrated parameter-sets for the single and multilayer gravity-drainage models 

are included in Table 2. The freezing curve parameter, used to relate snow temperature to liquid 

water content (Equation 3), was highly sensitive for gravity-drainage simulations. The capillary 

retention parameter, responsible for filling the snowpack pore space (Equation 6), also displayed 

small amounts of sensitivity. The hydraulic conductivity and meltwater exponent (Equation 2) 

showed little sensitivity and were able to achieve similar results with multiple combinations. It 
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should be noted that differences in snow temperature between single and multilayer gravity-

drainage simulations resulted in different liquid and ice contents, thus requiring different 

parameterizations for the same domain. Freezing-curve sensitivity is investigated further in 

Section 7.1. 

 
Table 2.  Gravity-drainage parameter-sets. The bolded parameter-set for Snoqualmie multilayer 

gravity-drainage simulations was also applied to Buckinghorse and Swamp Angel simulations 

(see Section 6.3). 

 
 

Table 3. Metrics of root-mean-squared-error (RMSE), peak snow/SWE depth error (PSDE), peak 

snow timing (PST), and snow disappearance timing (SDT). Both single (SL) and multilayer (ML) 

simulations are presented for both modeling frameworks. Bolded statistics are from simulations 

using the Snoqualmie multilayer gravity-drainage parameter-set (section 6.3). All other statistics 

were from idealized simulations where parameter-sets were individually calibrated. All 

parameter-sets can be found in Table 2. 
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Model performance varied between default and gravity-drainage simulations (Table 3 and 

Figure 6). The most significant improvements were seen for Buckinghorse where RMSEs were 

reduced by 77 and 91% for single and multilayer gravity-drainage simulations, respectively. 

Further, peak snow depth was improved by nearly 3 meters. While gravity-drainage simulations 

reduced the RMSE at both Snoqualmie and Swamp Angel, mid-March gravity-drainage 

simulations resulted in the mistiming of peak snow depth at Snoqualmie and therefore increased 

peak snow depth error. At Swamp Angel, peak snow depth error was also increased for gravity-

drainage simulations. However, no runoff occurred at Swamp Angel during the accumulation 

season for any model framework (Figure 7), and the cumulative sublimation was nearly zero. 

Assuming that observations were valid and unbiased, this suggests that errors in compaction 

contributed to snow depth error at Swamp Angel. While default simulations only released runoff 

once the maximum density had been achieved, multilayer gravity-drainage runoff timing 

occurred for densities of 492 kg/m3 on average, ranging between 353 kg/m3 and 631 kg/m3(± 

2 standard deviations). 

 

 
Figure 7. Modeled snow depth (left) and density evolution (right) are compared between 

simulations and observations. Vertical bars in the density plots are color-coded based on the 

model framework and represent times at which runoff of any amount occurred. Note that runoff 

events are only depicted for the default multilayer simulation (pink) and the gravity-drainage 

multilayer simulation (blue). Also note that y-axes and the simulation dates are also different 

between subplots. 
 

 Both gravity-drainage and default SnowModel simulations were unable to resolve a 

lysimeter-observed runoff event at Snoqualmie between 7, January and 11, January 2013. While 

small amounts of rain and melt provided approximately 0.07 m of liquid water throughout this 

time, gravity-drainage and default simulations displayed very different sensitivities. Only 0.01 m 

of additional liquid water would have been required for gravity-drainage simulations to resolve 
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melt. However, default simulations required an additional 0.31 m of liquid water to achieve 

maximum density and model runoff, therefore indicating that gravity-drainage models are more 

suited to resolve sporadic runoff events. 

Liquid precipitation and accumulation-season melt can cause differences between the 

timing of peak snow depth and peak SWE. Buckinghorse observations identified peak snow 

depth on March 15, 2016, 14 days prior to peak SWE (Figure 8).  Over this 14-day period, 0.19 

m of precipitation fell, with 0.04 m falling at temperatures above 0°C. This combination of 

meteorological factors reduced the snow depth by 0.51 m and accumulated 0.07 m of SWE. 

While single and multilayer gravity-drainage simulations agreed with density observations 

closely, only the multilayer model was able to resolve the timing of both the peak snow depth 

and peak SWE (Table 2 and Figure 8).  

 

 
Figure 8. Snow depth (solid) and SWE (dashed) are shown for default (purple), locally-calibrated gravity-

drainage (red), Snoqualmie-calibrated gravity-drainage simulations (orange). All simulations were 

multilayer. While gravity-drainage peak SWE simulations align with the observed peak SWE timing (gray 

bar), peak SWE occurs 29 days late for default simulations. Peak snow depth is within a day of observed 

peak snow depth for all simulations and observations. 

 

6.3 Model transferability 

 

       Parameters may be calibrated to incorrect values to overcome errors in the model physics. 

For example, parameters at Swamp Angel may have been calibrated in an attempt to counteract 

errors in snowpack compaction and retain deeper snow depth. Large differences in the freezing 

curve parameter at Buckinghorse also suggested that this parameter was accounting for processes 

that were not present at the other two domains (Section 7.1). Due to this, and the exceptional fit 

to Snoqualmie depth observations (Section 6.2), the Snoqualmie multilayer gravity-drainage 

parameter-set was chosen as the parameter-set of use for climate transferability studies at both 

Buckinghorse and Swamp Angel. 

      Varied performance was observed for simulations employed with the Snoqualmie multilayer 

parameter-set (Table 3). Although residing in very different climates (Figure 2), Swamp Angel 
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simulations with the Snoqualmie parameter-set saw only a 0.01 m increase in RMSE but a 4-day 

improvement in snow disappearance timing with respect to the locally-calibrated multilayer 

gravity-drainage simulation. Buckinghorse simulations with the Snoqualmie parameter-set 

resulted in less-ideal simulations with an RMSE 0.83 m in SWE. However, Buckinghorse 

simulations using the Snoqualmie parameter-set outperformed default simulations in every 

category. Further, peak SWE and snow depth timing were both resolved (Figure 9).  

      Model transferability in time was tested at Snoqualmie for water year 2013 with calibration 

performed in water year 2014 (Table 4). As compared to locally-calibrated simulations in water 

year 2013, RMSE and peak snow depth error improved by 0.06 and 0.22 m, respectively. 

However, this resulted in 13-day increase in snow disappearance timing.  

 
Table 4. Metrics of root-mean-squared-error (RMSE), peak snow depth error (PSDE), peak snow 

timing (PST), and snow disappearance timing (SDT) for multilayer gravity drainage and default 

models. Bolded statistics represent the calibrated model run.  

 
 

7. Discussion 

 

7.1 Buckinghorse percolation processes 

 

 Buckinghorse simulations displayed high sensitivity to the freezing curve parameter. This 

was a result of altered snowpack ice content, pore space, and the resulting liquid holding 

capacity θresid (Equation 6). In fact, peak snow depth was increased approximately 0.71 m for 

every 100-increment increase in the freezing curve parameter. For the same increments, 

Snoqualmie and Swamp Angel displayed significantly reduced sensitivity, increasing by only 

0.14 m and 0.01 m, respectively. This sensitivity either indicated that: 1) the relationship 

between the freezing curve parameter and snow liquid water content was physically different in 

this domain, or 2) flow was occurring, or being biased, with respect to a different percolation 

process. 

 Buckinghorse simulations did not include canopy cover and were not subject to canopy drip. 

Therefore, liquid water sources included rain precipitation, snow melt, and liquid content as a 

function of snow temperature and density (Equations 3 and 4). However, when adapting 

SnowModel’s liquid flux framework to exclude rain precipitation and melt when calculating 

transferable liquid water (Equation 7), very little sensitivity was seen. This indicated that high 

sensitivity in the freezing curve parameter was a product of only liquid precipitation and melt.   

 Simulations using the locally-calibrated and Snoqualmie-calibrated parameter-sets were 

compared to each other at Buckinghorse (Figure 9). While rain (explicitly defined by WRF) and 

melt totals were identical in periods when both simulations modeled snowpack, the amount of 

runoff released from the modeled snowpack was very different. Results found that rain 
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precipitation was strongly correlated to modeled runoff for locally-calibrated simulations. In fact, 

most modeled runoff during high-volume rain events was greater than the rain event itself. This 

indicated that all liquid precipitation, and additional amounts of melt, were likely being released 

to runoff. Alternatively, for simulations employing the Snoqualmie parameter-set, increased 

amounts of retention were modeled for both precipitation and melt events, causing 

overaccumulation as compared to observations.  

 Since multilayer SnowModel processes include layer merging, heterogeneities like ice lenses 

and drainage channels are not preserved. For this reason, preferential flow was neglected, and 

uniform flow through homogeneous layers was modeled. However, retention of rain 

precipitation at Buckinghorse was rare, therefore suggesting the presence of drainage channels. 

Buckinghorse may have been particularly susceptible due to the high amount of rain on snow. 

Although estimated Buckinghorse rain events occurred only 4 days more frequently than 

Snoqualmie rain events throughout November – March, the precipitation amount averaged 3.9 

times larger on average (Figure 2). Therefore, rain magnitude and frequency, along with 

relatively high snowpack temperatures, were likely sufficient to create drainage channels capable 

of routing rain precipitation to runoff at Buckinghorse. This same phenomena was also seen in 

the maritime California Sierra Nevada mountains where large amounts of rainfall on wet, 

maritime snow resulted in flooding but very little change in SWE at local snow pillows 

(Dettinger et al., 2009). Additionally, heat advected from liquid precipitation appeared to be 

biased low, resulting in cold-biased snowpack temperatures. This also required freezing curve 

parameters to be reduced to promote snowpack runoff. 

 

 
Figure 9. Relationships between rain (boxes) and melt (stars) liquid water sources are compared to 

runoff amounts using the locally-calibrated parameter-set (green) and the Snoqualmie-calibrated 

parameter-set (blue). Regressions (bottom) were performed for periods when snow was present in 

both simulations and observations (gray, top) therefore ensuring that melt and rain precipitation were 

identical. All points right of the 1:1 line represent mixed rain and melt events. 
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7.2 Sensitivity analysis 

 

 For all previous simulations, WRF total precipitation at Buckinghorse was partitioned 

into either solid or liquid precipitation with a stepwise function about a critical air temperature of 

0°C. However, WRF determined that 44% of periods with precipitation at Buckinghorse during 

water year 2016 contained mixed precipitation. SnowModel’s multilayer framework (Figure 3) 

was adapted to include mixed precipitation events.  This implementation assumed that rain 

precipitation is incident to the previous snowpack surface and is not absorbed by the snow 

accumulating throughout the mixed event (see order of model operations in Figure 3). When 

using the locally-calibrated parameter-set, the Buckinghorse multilayer gravity-drainage SWE 

RMSE was reduced an additional 21% with a four-day improvement in the melt-out timing, 

when mixed-precipitation percentages from WRF were used as input to SnowModel. 

 Multilayer gravity-drainage simulations were also highly sensitive to the number of 

layers employed in the model (Figure 10). Gravity-drainage simulations at Buckinghorse 

modeled increased levels of liquid water retention for reduced numbers of layers. Increased 

accumulation was due to thicker snow depths, increased thermal inertia, and colder snowpacks. 

However, increasing or decreasing the maximum number of layers resulted in mixed effects for 

Swamp Angel simulations. This was attributed to the varied magnitude of small runoff events 

and the resulting density from merging layers. While significant deviations in model simulations 

were observed as early as December for Buckinghorse simulations, Swamp Angel simulations 

remained insensitive until late into the snow season when runoff first occurred.  

 

 
Figure 10. Layer-sensitivity for Buckinghorse and Swamp Angel multilayer gravity-drainage 

simulations. Both Buckinghorse and Swamp Angle simulations were able to resolve at least 10 snow 

layers at peak-snow. Therefore, the sensitivity test was constrained between 2 and 10 layers. 

 

7.3 Assumptions and special cases 

  

 Several assumptions were applied throughout this study. Due to SnowModel processes, 

flow was assumed to represent a uniform, matrix wetting front. However, evidence of drainage 
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channeling at Buckinghorse resulted in significant modeling errors given calibration in another 

domain. SnowModel simulations were also performed at gridded elevations, meaning that each 

gridcell has a surface perpendicular to gravity at some user-defined resolution. However, for 

steep slopes, percolation will not travel downward with respect to the snowpack normal, but 

rather in the direction of gravity, resulting in increased percolation lengths. Buried ice lenses also 

promote lateral water transport, therefore altering snow mass-balance from inter-gridcell fluxes. 

Depending on the snow properties and hydraulic conductivity, liquid percolation can be gradual. 

However, gravity-drainage simulations assume the completion of drainage within a given 

timestep. Therefore, increased errors may be seen for short model timesteps. Finally, gravity-

drainage alterations assumed saturated flow was the only process capable of initiating runoff. 

While saturated flows are the most dominant source of percolation, unsaturated flow from 

capillary physics between layers of different properties may be present in deep snowpacks.  

 

8. Conclusion 

 

Snowpack runoff is a function of liquid water saturation rather than density. This is 

particularly true in maritime climates, where liquid-water sources of rain and melt are common 

throughout both the accumulation and ablation season. Physically-based percolation routines are 

therefore required to accurately model runoff and snow evolution across multiple climates and 

between snow seasons with inter-annual variability. 

At the Buckinghorse SNOTEL station, locally-calibrated gravity-drainage simulations 

resulted in a 91% improvement in SWE RMSE and a 1.9-meter improvement in peak-SWE as 

compared to density-threshold simulations. Snow disappearance timing and snow depth RMSE 

were also improved for all three model domains, including a continental-climate snow station. 

Gravity-drainage simulations were able to resolve runoff events in response to melt and liquid 

precipitation for a range of densities, therefore better matching observations and improving the 

representation of snowpack evolution. While improvements were seen for both single and 

multilayer gravity-drainage frameworks, multilayer simulations better resolved the snowpack 

energy balance and resulting timing of peak SWE. 

Snoqualmie simulations calibrated for water year 2014 outperformed density-threshold 

simulations in water year 2013. Further, in comparing model simulations between climates, 

gravity-drainage simulations calibrated for Snoqualmie performed better than density-threshold 

simulations for both the Buckinghorse and Swamp Angel snow stations. While gravity-drainage 

simulations were highly transferable between the Snoqualmie maritime and Swamp Angel 

continental climates, Buckinghorse simulations required a unique parameterization. This was 

likely due to preferential flow that occurred at Buckinghorse, but not as frequently at the other 

sites.  
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